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James Wagner:
Let me invite Dr. Kaebnick and Dr. Buchanan to come to the table. 
We’re not going to take a break. We’re hardly going to breathe as we 
move into the fourth and final panel of the day. As they are getting 
in place, the fourth panel deals very specifically with ethical issues of 
synthetic biology.
 
Our commission is, of course, ultimately charged with looking at 
these ethical implications so we have two different panels of speakers, 
one today and the first one tomorrow to help us focus on these issues. 
We have asked the speakers of today’s ethics panel to tell us what they 
consider to be the most important ethical issues raised by current and 
foreseeable developments in the field, to help us understand if we 
have already or how much we are in danger of crossing any ethical 
boundaries owing to the unique methods and applications associated 
with synthetic biology and not common perhaps to other scientific 
endeavors.
 
Welcome to both of you.
 
And our first speaker will be Dr. Gregory Kaebnick, a Research 
Scholar at the Hastings Center, and co-investigator in its research 
project on Ethical issues in Synthetic Biology, funded by the Alfred P. 
Sloan Foundation. Dr. Kaebnick, welcome. There’s only room for so 
many words in my brain, unfortunately. It’s really great to have you 
here. Look forward to your presentation.
 
Gregory Kaebnick:
Thank you very much for inviting me here. It’s a big honor to be 
here. So my goal, my charge, as I understand it, is to set the table 
for these next two sessions in these two meetings by giving you an 
overview of what I take to be the ethical issues in synbio. And I’ll also 
comment on how these issues might translate into a governmental 
response. And I should say both by way of giving credit where it’s due 
and by way of offering a kind of caveat, that what I’m going to say is 
informed by and comes out of this Sloan-funded project you men-
tioned. But it’s not anything like a consensus statement of that body. 
We have brought together a lot of people and I have benefited from a 
lot of input. But I’m certain that not everyone would participate and 
sign on to what I’m going to say here today. Anything I say that is 
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particularly silly is very much my own.
 
So, I group ethical issues raised by synbio into two categories. That, 
perhaps, runs counter to one of the premises of this session, actually. 
One of these has to do with whether synthesizing organisms is bad in 
and of itself, intrinsically bad, aside from the consequences for human 
welfare. But the other set of ethical issues does have to do with these 
consequences. So when I talk about the ethical issues, I mean to have 
both on the table — the harms and benefits — as well as the intrinsic 
concerns.
 
I’ll start with the intrinsic concerns, which is what our work at the 
Hastings Center has, to date, focused on. I believe these come in 
related, but different forms. And there are related, but somewhat dif-
ferent things to say about each of them.
 
First off, maybe the classic way of articulating concerns about syn-
thetic biology suggests a kind of religious or metaphysical claim. One 
might worry, for example, that synthetic biology puts scientists in the 
role in the cosmos that is properly held by God. This would be the 
explicit way of understanding the complaint that scientists are “play-
ing God.” We have seen this phrase over and over in the media about 
this. Or, a slightly different point, one might hold that synbio con-
stitutes an inappropriate degradation of the category to which living 
things belong and in the degradation of the category of “life.” Prince 
Charles seems to have had something like this point in mind in a 
famous polemic a few years ago when he lamented that biotechnology 
was leading to the “ the industrialization of life with a capital L”. My 
guess, though, is that people mostly don’t view the question of what 
humans may do to life as sort of this single unitary moral issue. They 
tend to draw a distinction between different kinds of living things. 
Sacredness might be attributed to some, but not to all living things, 
and synthetic biology in its current form, though we have heard a 
little bit and there’s been some in the media about how we’ve got hu-
man reproduction under control, and so forth.
 
Synbio in its current form is very much about what we can do with 
microbes. If you did, nonetheless, object to synbio along these lines 
— I think there are still some reasons to think that the objections 
would turn out to have fairly limited force in the public sphere. It’s 
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an objection that can not be fully articulated and justified without 
appealing to one’s faith or world view. Of course, not everyone is go-
ing to share that worldview. In fact, we know that one of the readings 
that was sent around for this meeting [Cf. Peter Dabrock, “Playing 
God: Synthetic Biology as a Theological and Ethical Challenge,” 
Systems and Synthetic Biology, 2009:3(47): 47-54.] illustrated that 
not everyone would share the objection even within a given faith or 
worldview.
 
Some will celebrate science as an aspect of human creativity that we 
are meant to develop and put to use.
 
Finally, there is also an important question whether this kind of con-
cern may legitimately ground public policy in a liberal society. Gov-
ernments in liberal societies are widely thought to have to maintain 
some level of neutrality concerning religious belief. They shouldn’t be 
forced to believe.
 
If I can just offer a little side note here: Some thought the announce-
ment in May that a synthetic cell had been created actually estab-
lished, once and for all, that some of these religious worldviews are 
actually false. They claim that science is finally definitively shown that 
life is just a well organized puddle of chemicals. There’s no greater 
being, no spiritual core, and no vital essence by virtue of which life is 
sacred. I don’t really see how that reasoning goes. I don’t think that’s 
quite right. It seems to me if there’s a God who gives microbes, even 
microbes, some special vital essence, it would be well within that 
God’s powers to also endow a synthetic microbe with vital essence as 
well.
 
Actually, a somewhat similar question came before one of the prede-
cessors to this commission, the National Bioethics Advisory Com-
mission. The question was whether people created through cloning 
would have souls. I submit that it’s extremely difficult to resist the 
conclusion that they would. And by analogy, it seems that microbes 
created in the lab would have whatever special soul-like properties 
there are that characterize microbes generally.
 
Another way to develop intrinsic objections to synbio would be to 
couch them not as metaphysical claims but as concerns that the field 
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somehow conflicts with our shared understanding of important moral 
concepts. A number of commentators have suggested, for example, 
that synthetic biology might conflict with the concepts of human 
agency and life, and maybe it promotes a kind of grandiosity about 
human powers or dismissiveness about the specialness of life. These 
objections are sort of low-key versions of the metaphysical claims con-
cerning the role of human beings in the cosmos and the status of life. 
And versions of what I said about them would apply to these.
 
What some may see as grandiosity others will see as commendable 
inventiveness, as desirable industry. Also the fact that an organism has 
been created in the lab doesn’t necessarily settle what its moral value 
is. This also was a point that was offered in the readings. And finally, 
again, synbio is still about microbes. It’s hard to see, I think, that our 
shared understanding of human agency, or life, are deeply implicated 
by what we do, as long as we’re just doing it with microbes.
 
Another more promising way, by my lights, of saying that synbio 
conflicts with our shared moral concepts is to hold it raises questions 
about the human treatment of nature. That is, too, is a kind of envi-
ronmentalist concern. Many think that one of the goals of environ-
mentalism isn’t just to make nature a safe place for human beings but 
to make nature safe to some degree from human beings. We should 
treat the natural world with the kind of acceptance, or even reverence, 
and that seems to be saving endangered species or wildernesses and 
wild rivers or forests and so on. Maybe synbio doesn’t square quite 
with this value.
 
Now, the obvious rejoinder at this point is that human beings have 
been altering nature throughout history so the issue has got to be, at 
the very least, where to draw the line. Even determined preservation-
ists will accept that there’s some sort of balance to be struck between 
protecting trees and harvesting them. So there might also be a balance 
when it comes to biotechnology. Furthermore, many, at least of the 
nearer term, potential synbio applications are fairly limited from an 
environmental standpoint and could be if they worked out right. In 
many cases, we’re not talking about intentional ecological changes. 
We’re talking about creating limited microbes to be contained in a 
laboratory or factory and would maybe partially displace the petro-
chemical industry.
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The classic concerns about the human relationship to nature are 
about environmental destruction, the demolition of species in wilder-
nesses. Part of the promise of synbio is that it will be beneficial to the 
environment. If that can be achieved — and note the conditional, 
obviously — many environmentalists might find at least some ap-
plications of synbio attractive. And I mean this actually from the 
standpoint of intrinsic values. The kind of deliberate release into the 
environment that Professor Snow was talking about would be another 
category, potentially.
 
So, my concluding thought about the intrinsic concerns: I take them 
very seriously. I’m not inclined to write them off at the outset as il-
legitimate, as many people with my kind of degree are. But I think 
that once we study them, they don’t point toward a need to restrict 
synthetic biology — not now, at any rate. It seems possible that the 
intrinsic considerations would change as the details change — that is, 
if environmental damage looked to be likely or if we began to apply 
the technology to complex organisms.
 
The second category has to do about the consequences. I’m not going 
to talk about what these are in any details. Some are more competent 
at that than I. I want to say a little bit more about the process of as-
sessing them, a conversation that was begun in the last session with 
Professor King.
 
An overarching point I want to make is: there was a legitimate ques-
tion whether our current strategies for evaluating possible outcomes 
are actually up to the task. As has been stressed, especially in the last 
session, the potential benefits and risks of synbio are particularly 
difficult to assess. It’s very easy to be dazzled, on the one hand, by 
futuristic stories of how technology is going to remake the world for 
the better. It’s also very hard to think well about the kinds of risks, 
kinds of potential harms that synbio presents. Some of these appear 
to me to be very low probability, but very high impact, which is a 
confounding mix for us. We blow such risks out of proportion. We 
also weigh them too lightly as happened to very bad effect in the Gulf 
of Mexico recently.
 
Nor is it clear, as many have stressed now, how much we can learn 
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about it the risks of synbio from our experience with older biotech-
nologies. Synbio is plainly on a continuum with older work, which 
means it can be seen both as a form of the older work and as a signifi-
cant advance on it. And frankly, the testimony at the House Energy 
and Commerce Committee on this point back in May tended to 
make both these points, emphasizing the respect in which it can ad-
vance when assessing the benefits and the familiarity when discussing 
the harms.
 
Second, we have to negotiate this tension between benefits and 
harms, sort these out, just as there is a debate going on about how 
to assess technologies, how to weigh benefits and harms. This debate 
is basically over the approaches known as risk assessment and cost-
benefit analysis on one hand and the precautionary principle on the 
other hand. One side favors objective scientific and economic analy-
ses, tends to downplay the normative assumptions it makes as when 
applying a discount rate to future risks and benefits, and, according to 
its critics anyway, it gives too much weight to potential benefits. The 
other side invokes an expressly normative stance and, according to 
critics, gives too much weight to potential harms.
 
The point I want to make is there are at issue here a series of difficult 
questions about values and how to operationalize them, and it’s easy 
to bury these decisions and equations without really attending to 
them carefully. I think a good public assessment of synthetic biology 
ought to be explicit about these and be open to reassessing them.
 
So, in conclusion, I think a case can be made for pushing the field 
forward. But I think there’s also reason for caution. I think we should 
guard against overconfidence in looking at the outcomes.
 
And I’d offer four general recommendations. (1) I think we need 
much more careful study of the emergence, plausibility, and the 
impact of the potential harms. (2) I think we need a strategy that 
while grounded in good science, is flexible enough to look for the 
unexpected. (3) I think we need a strategy for studying the risks that 
brings together different disciplines and different perspectives on the 
risks — and I’d add that is clearer about the normative assumptions at 
stake. And then it seems to me that then (4) we need to go on and on 
the basis of that conduct an analysis of whether our current regulatory 
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framework is adequate to deal with these risks and how that frame-
work should be augmented. And, of course, the sessions tomorrow 
will carry that forward.
 
Thank you.
 
Jim Wagner:
Thank you so much. Our second speaker is Dr. Allen Buchanan who 
is Duke University Distinguished Professor of Philosophy and inves-
tigator for the University’s Institute for Genome Science and Policy. 
He’s also a Distinguished Research Associate at the Uehiro Centre for 
Practical ethics at the University of Oxford. He’s worked on, or been 
consultant to, past bioethics commissions, so he’s a veteran.
 
Allen Buchanan:
I’m having a feeling of déjà vu: Twenty-eight years ago, about three 
blocks from here, I was working as a principal author of the first 
President’s Commission on two genetic reports, one on genetic test-
ing and the other on splicing life, genetic engineering human beings. 
And, in a moment, I’m going to explain why I’m a little depressed 
because I think some of the language used in the debate about syn-
thetic biology is depressingly similar to some of the language used 28 
years ago.
 
I think we need to get beyond that language and the prime suspect 
here is talk about playing God. As Dr. Kaebnick has pointed out, 
there are lots of better ways of talking about the risk of unintended 
consequences and the risk of overreaching our knowledge than using 
slogans like “playing God.”
 
I’ll say “we” a number of times during this presentation. It’s because 
I’m presenting work that was done by myself and Russell Powell, who 
is actually at the back of the room here.
 
An earlier speaker said that he was wearing a button that said “It’s the 
bio-economy, stupid” — something to remind him of something. 
And I’m wearing a tie that depicts the anthrax pathogen to remind 
me of a point that will come up later on.
 
[AUDIENCE LAUGHTER]



9

 
Well, let’s see. What should the commission do?
 
Well, obviously, we should consider the benefits. And this seems like a 
no-brainer. But I think that with some past presidential commissions, 
including the last one, there really hasn’t been a sympathetic enough 
explanation to the public of what the full range of potential ben-
efits of new technologies has been. And this sort of “stacks the deck” 
because people are very aware of possible risk, but the potential social 
benefits of synthetic biology need to be thoroughly explored, both in 
terms of advances in basic sciences and in practical applications.
 
And this last item on the list there is something that’s come up a 
couple of times. Namely, it’s important to determine what can only 
be obtained — or only be obtained at reasonable costs — through 
synthetic biology. Because I think that’s going to be very relevant to 
trying to weigh risk and potential benefits.
 
There needs to be a thorough classification of the risks. It’s not pro-
ductive to talk about the risks in a sort of blanket, clumping, way. The 
comprehensive classification needs to try to distinguish the severity of 
harm, probability of occurrence, and susceptibility to management of 
the risk and in particular to try to determine which risks, if any, are 
peculiar to synthetic biology.
 
It’s been suggested earlier today in a couple of talks and comments 
that there are perhaps peculiar risk of synthetic biology because the 
technology is so easily accessible and people can order nucleotides 
and buy a gene synthesizers or use the services of a genetic synthesizer 
company. They can download the information from the Internet.
 
Well, again, I’m not sure that’s so different because 28 or 30 years 
ago, people were saying exactly the same thing about gene splicing, 
that it was incredibly easy. And in one sense, they were right but I’m 
not convinced that there’s an orders of magnitude difference with 
synthetic biology, at this point at least.
 
In terms of ranking the risk, in our judgment, the most important 
risks are the risk of unintended bad consequences, which people talk 
quite a lot about today, and the so-called dual use risk. Now, the 
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other supposed risks have been mentioned By Dr. Kaebnick and they 
include (1) the so-called “playing God” idea — and in a moment I’ll 
say why I don’t think that’s a productive way to label that risk — (2) 
the worry about devaluing life, which Dr. Kaebnick also talked about; 
and (3) the idea of encouraging unwholesome attitudes toward hu-
mankind’s relationship to nature.
 
Now, there are in fact two dual use problems, not one. First is the one 
that everybody talks about, the risk of misuse of synthetic biology by 
bad non-state actors or rogue states. That’s very important. But there’s 
also dual use 2: the risk of good governments using synthetic biol-
ogy, including research and techniques developed in antiterrorism or 
defensive bio-weapons programs, for offensive purposes — and also 
the risk of a so-called defensive bio-weapons arms race. I think it’s 
very important for the commission to squarely admit that this is a risk 
and also to admit that efforts to reduce the risk of dual use 1 may not 
be effective for dual use 2, but they may actually exacerbate dual use 
2 risks.
 
Let me just mention something to try to bring home this last point. 
Look, if you have a big anti-bioterrorism initiative to try to reduce 
dual use 1, the first effect is you’re going to be training a lot more 
people who are capable of doing bad things with the technology. The 
second risk is that you may be creating government agencies which, 
in their function of doing surveillance over new research, will be in 
a position to get hold of that research, use it for their own purposes, 
and restrict everybody else from using it.
 
Now, I mentioned this point at a meeting on anti-bioterrorism 
initiatives a few years ago in Baltimore. There was a member of the 
NSABB [National Security Advisory Board for Biosecurity] there. 
And he said, “Oh, you know, Professor Buchanan, I don’t mean to be 
impolite, but you’re being rather paranoid about this dual risk 2.” I 
asked him if he had read the President’s Advisory Commission Report 
on Human Radiation Experiments. He said he hadn’t. And I sug-
gested that he should read that before he commented further on my 
paranoid tendencies.
 
I served as a staff consultant on that commission, and a couple of 
people in the room here worked actively on that, including Jonathan 
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Moreno. And for those of you who aren’t familiar with it, this is a 
very sad story of pernicious complicity between leading figures in sci-
ence and the U.S. Government conducting grossly unethical experi-
ments over a period from about 1944 to 1973. And they were people 
just like you and just like me. So I think dual risk 2 is something we 
really need to think about and don’t just focus on dual risk 1, al-
though dual risk 1 is extremely important.
 
Now, I don’t want to try to assess what the risk of bad unintended 
consequences is. I’ll leave that to people who have more technical 
expertise than I. But I want to suggest that there are good ways of 
framing that problem and bad ways of framing it. And one bad way 
of framing it is to rely either explicitly or tacitly on very misleading 
metaphors about what evolution is like or what nature is like.
 
People talk about the benevolent “balance of nature” or, in President 
Bush’s Council on Bioethics Report, Beyond Therapy, they likened 
natural selection or evolution working through natural selection to 
the work of a master engineer that produces complete, stable, har-
monious master products. Now, from the standpoint of evolutionary 
biology, this is just bunk. This is not what evolution does. It produces 
jerry-rigged contraptions that respond to short-term design problems 
with no forethought for what will happen down the line. And, at 
most, it fleetingly approximates biological fitness.
 
But, of course, human well-being is not about biological fitness. We 
have goals in life that are a little more ambitious than maximizing the 
number of genes we pass on to the next generation. So, the problem 
as I see it is that to a large extent, the public and even many members 
of the bioethics community have a view of nature that’s really pre-
Darwinian. It’s a view of nature as this kind of stable, harmonious 
largely benign thing. And if you have that view, you will automati-
cally stack the deck against any biotechnologies. You will automati-
cally think that the situation is like this: everything is humming along 
just fine; the status quo will continue indefinitely, so long as we don’t 
intervene and mess it up. That’s simply not true.
 
As Dr. Venter pointed out earlier, we have already intervened in this 
planet quite a lot. We have created a lot of problems. We’re not just 
individuals who react with pre-established niches. We create niches. 
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We are constantly changing the environment. And we create prob-
lems. And some of those problems we may need synthetic biology to 
cope with. We can’t know which and we can’t know whether there are 
other means but we have to keep that open.
 
So I’m not making a pitch for let’s go to be synthetic biology full 
throttle, yahoo. Instead, I’m saying it’s very important how we think 
about the status quo. And part of that is how we think about nature 
or evolution and our relationship to it. And my sense is that this 
commission could do a huge amount of good by educating the public 
and the bioethics community with a more accurate, scientifically-
informed view about nature and evolution.
 
Now, another point, in managing the risk — of course, the idea is to 
manage, and not to eliminate risk — life is not riskless. There’s no 
way to eliminate risk. You need to emphasize that risk reduction is 
costly and often the marginal costs of risk reduction are rising. That 
is, additional incrementals of reduction of risk may come at great 
cost, including the opportunity cost of foregoing benefits that you 
might have.
 
In terms of institutional design, it’s very important in thinking about 
how to develop practices or, as one of the previous speakers said, 
social technologies for dealing with this biological technology. It’s 
important to think in terms of institutional design and to note how 
different incentives apply to different individuals depending on what 
their roles, and these incentives can lead them to overestimate or 
underestimate risk and the cost of risk reduction.
 
It’s important to develop cautionary heuristics or rules of thumb and 
practices that have the following characteristics. They are knowledge 
sensitive. That is, we should expect them to change as our knowl-
edge changes and our knowledge increases in particular. Our way of 
approaching risk should encourage relevant knowledge acquisition. 
It should take the costs of risk reduction seriously. It should have 
effective provisions for ongoing critical revision of risk assessment 
and management practices and it should not rely on a single risk 
reduction or prevention principle, especially for such a heterogeneous 
domain as synthetic biology.
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Now, if you want an example of a cautionary heuristic or risk reduc-
tion principle that violates all of those desiderata, think of the pre-
cautionary principle as it is usually formulated. It is not knowledge 
sensitive. It doesn’t encourage knowledge acquisition and, in fact, 
it discourages it. It doesn’t count the cost of risk reduction at all. It 
doesn’t recognize that our situation is dynamic. It doesn’t have pro-
visions for ongoing critical revision of how it assesses risk. And it 
connotes the fallacy of thinking that there is a magic bullet, a single 
principle that can do the job for all the heterogeneous areas in which 
risk may arise.
 
Now, a lot of this has already been gone over today so I don’t think it 
is really important, but let me just mention one thing. Some people 
think, and I think this is not unreasonable, that there may be greater 
risks to synthetic biology because you are creating, or may be creat-
ing, really novel organisms. And so they worry about the sort of virgin 
population problem in the case of infectious disease, we don’t have 
any resistance because it’s new. But on the other hand I think there 
are a couple of considerations on the other side that need to be taken 
into account. And one is that, in general, dangerous biological agents, 
like pathogens, like the Anthrax pathogen co-evolved with their prey. 
And so if you have something that’s really, really different it may not, 
as it were, have a purchase on us. It may be more of a matter of ships 
passing in the night. So that is just another consideration to weigh in.
 
But the other is something that was mentioned a bit earlier also, and 
that is that the very fact that you are creating more novel organisms, 
starting with more basic building blocks, means that you have, in 
principle, the opportunity to design in more safety features. You don’t 
have that with less radical technologies including sort of conventional 
genetic engineering. You can do some things by regulating expression 
of genes, but with synthetic biology, at least in principle, you have 
a wider range of opportunities for risk reduction by designing risk 
reduction factors into the product itself, rather than trying to provide 
fences and safeguards after it’s developed. And I think that’s worth 
thinking a lot about.
 
Now this is something that Dr. Kaebnick mentioned also, and that 
is in thinking about risk benefit, cost benefit, and cost effectiveness 
analysis, it’s very important to recognize both that these are valuable 
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and what their limitations are. There has been a lot of work on what 
their limitations are, and I think the commission could do a great 
deal of good by helping to educate the public about both the useful-
ness and the limitations on the usefulness of these risk assessment 
technologies. Also I think it’s very important to point out that taking 
consequences seriously doesn’t mean you are adopting what moral 
philosophers call a consequentialist moral framework. There has been 
a lot of misleading talk to that effect in some of the bioethics litera-
ture. That needs to be dispelled as well.
 
I’m not going to go over this because Dr. Kaebnick did a good job of 
it and I think, in fact, there are two different interpretations — the 
metaphysical, theological version and the epistemic version, the one 
having to do with warning against hubris. I really think it’s the second 
version that we need to worry about.
 
I would like to dispense with talk about playing God because it is so 
ambiguous and misleading. Also I think if you ask people doing this 
kind of work whether they are playing God they will say they are not 
playing at anything, they are deadly serious.
 
Now, what about this idea of humankind’s relationship to nature? 
Well, again, I think we need to avoid misleading metaphors about the 
living world, talk about the “wisdom of nature, benevolent balance of 
nature, the master engineer of nature” or talk about genetic pollution 
or breaching species barriers. All of these are very loaded terms. And 
they are not really conducive to a reasonable assessment of the risks. 
They get in the way of a reasonable assessment of the risks.
 
Here is another example, this last item. Beware of controversial nor-
mative assumptions being smuggled in under the heading of “natu-
ral” or “human nature” or “nature.” I’ve worked a lot in the ethics of 
enhancing normal human capacity via bio technologies, biomedical 
enhancement. And the debate there has been, infected there by a very 
squishy and prejudicial talk about not interfering with the natural, 
not destroying human nature. And all of that talk needs to be trans-
lated into more hard-headed concerns about risks and benefits. It 
doesn’t help.
 
Anybody who has looked at the sad progress of the concept of human 
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nature over the last several hundred years knows that some of the best 
minds have said foolish things about what human nature is and what 
it isn’t. It’s a huge ongoing debate. And instead of smuggling in your 
moral premises under the supposedly neutral heading of a description 
of what human nature is, it’s much better just to confront these moral 
issues head on. Again, that has to do with framing.
 
So let me just — I tried to go even more quickly than the other 
speakers. And I’m able to do that because so much of what I said has 
already been covered. But let me just make one last pitch, summariz-
ing.
 
I think the two critical issues are the risk of unintended bad conse-
quences and the two — not the one, but the two — dual use risks. 
And I really would like to see the commission focus on those issues 
and rather quickly set aside but in a respectful way towards those who 
still hold these kinds of views what Dr. Kaebnick referred to as the 
more intrinsic concerns. Let me just — it may sound a little harsh, 
the last thing I said. Take the idea of creating life or of, let’s say, reduc-
tionism.
 
In your briefing book, there was an article by Cho et al. on synthetic 
biology and ethical and social concerns and raised the concern about 
reductionism. Many people worry that synthetic biology is going to 
show that life is nothing but a bunch of molecules or something like 
that. Well, that’s a misunderstanding of what reductionism is. There 
are a number of different senses of reductionism. But no matter what 
you are able to do with synthetic biology, it’s not going to tell us that 
we’re not really moral agents. It’s not going to tell us that there’s no 
such thing as wrongness and rightness. It’s not going to tell us that 
there’s no meaning of life in any sense of the phrase “meaning of life” 
that we’re interested in. And I think the commission could do a really 
good job of pointing this out and then moving on. Moving on to the 
real questions about unintended bad consequences and the two — 
not the one, but the two dual use problems. And thinking about what 
sort of concrete recommendations can be made both to move the 
handling of the safety considerations forward and to help educate the 
public how to think about these issues better.
 
And from what I heard today, in terms of the safety issues, the con-
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crete issues of reducing the risk of harm, there’s a lot that can be 
done. Commissioner Farahany has pointed out a couple of times that 
we need not think in terms of prohibition, we need to think in terms 
of licensing and tracking and surveillance. And, as Dr. Venter said, 
perhaps requiring people engaging in certain kinds of synthetic biol-
ogy work to have institutional affiliations so that there is some kind of 
oversight and control. This is what we need to do. And we especially 
need to do this at the international level. Otherwise you’ll simply 
have unregulated research in countries that aren’t going along with an 
effort to make the technology safe.
 

Q & A

Jim Wagner:
Allen, I know the Commission is dying to ask you a bunch of ques-
tions. So it’s perfect. Good timing. I do need, John, to make certain 
that our chair has an opportunity.
 
Amy Gutmann:
I’m going to take it that Allen Buchanan — I have ceded my time to 
Allen Buchanan. Seriously, I would like to give my fellow commis-
sioners a chance to ask questions. So Jim, if you would.
 
Jim Wagner:
John, you’re number one.
 
John Arras:
Okay. Again, thank you. The bar was set very high this morning and 
it just keeps getting higher and higher as we progress through the day. 
As Amy Gutmann, our chair, has pointed out again and again, this is 
a deliberative body. Okay? And that entails that we need to ask ques-
tions like, who is going to be invited to the discussion and what sort 
of weight we will accord to what they say? The sorts of arguments that 
they give.
 
So, both Greg and Allen have alluded, you know — Greg at the start 
and Allen at the end — to how we should deal with questions of re-
ligious or metaphysical nature. And I just want to press this question 
a little bit harder because it does raise difficult and really important 
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questions for any sort of deliberative body like our own.
 
So, Greg, the way you put it originally was that you can respect the 
views of people who believe that this involves playing God and so 
forth, but we should sort of discount arguments that are based on sort 
of sectarian, religious views or on, as you put it, various worldviews. 
Now, I can easily understand how we should respond if somebody 
says, well, we should oppose synthetic biology because that’s what 
Jesus would want us to do. Okay? Because that’s clearly a kind of ar-
gument that not everybody can, you know, agree to. But if you widen 
the circle of suspect dialogue to include worldviews, that would 
include a lot. It may include Francis Bacon’s notion of taming nature 
for human good, which most scientists would be guilty of. John Stew-
art Mill will have a similar view of science. And it would also I think 
include sort of deep ecologists who have a worldview that views with 
suspicion sort of monkeying-around in nature or, you know, adding 
synthetic genes to the natural world. So I’d like you to both really sort 
of circle back over this question a little bit and help us get a grip on 
exactly what’s at stake here and exactly what your position is on this. 
Okay?
 
In other words, are you saying that, you know, certain sorts of argu-
ments should be ventilated, but not really given a whole lot of credit. 
Or what’s the position?
 
Greg Kaebnick:
Well, I think that a full range of views should be ventilated. I don’t 
think that the commission should be preventing people from com-
ing to the table to express their views. But if the commission were to 
recommend to President Obama and President Obama were to decide 
— I’m sorry, President Obama were to decide — on the basis of deep 
ecological worldview to oppose research into synthetic biology, that 
would strike me as potentially violating the suggestion that I made. 
But I don’t think that there’s going to be — my thought is that there 
are certain kinds of — everyone comes with a worldview, but there 
are certain kinds of moral positions that can be set out in conversa-
tion without having to appeal to them. If I tell you that it’s wrong to 
take the human life, you’re not going to ask me what my background 
and my reasoning for that is. You’re going to accept it at face value. 
But if I tell you that it’s wrong to fiddle internally with the genome of 
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a microbe, you might do that, and then I would be compelled to say 
something. And if it turned out that I was basing it on some unique 
claims about the status of life or some sort of vitalism…. I’m not re-
ally — I haven’t really sorted out exactly where the lines are going to 
be. But that’s going to be a problem for policy making.
 
Allen Buchanan:
Just a quick reply.
 
I think if you together come to a conclusion to make a certain recom-
mendation, you should not water it down in deference to views that 
you think are false.
 
Now, that doesn’t mean that you should sort of go out of your way to 
try to show up people’s views as irrational or somehow inappropriate. 
But I think you just have to be courageous enough to say, “Look, in 
the parts of our documents where we are drawing conclusions about 
this technology, we’re going to call it as we see it. And we will have a 
full ventilating of a wide range of views. Nobody should be stifled.” 
But that’s not the same as saying that you should sort of view your 
conclusions as having to track the majority view of the public or that 
they should even reflect some substantial minority of the public’s 
views if you think those views of the public are simply not support-
able. Easy for me to say, but I think that’s what you should do.
 
Nita Farahany:
So, Dr. Buchanan, I wanted to press you about your view about the 
evolutionary and nature of claims, which I think you are right to 
highlight, that a lot of the arguments that are developing right now 
are based perhaps on a flawed view of evolutionary and nature claims. 
But I wonder if there’s a version of the claim that you might agree 
with. And that is that it seems like, at least with the types of fixes that 
you refer to in evolution, some quick fixes that are brought together 
to solve immediate concerns, that the process is a slow one, right.
 
So, evolutionary fixes happen over time which allows the rest of the 
environment to adapt to those fixes potentially as well; whereas in 
synthetic biology, we may be talking about faster changes. So you’re 
both right in that we can develop much more efficient solutions, but 
potentially then the impact on the environment may be much greater, 
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such that nature is able to achieve potentially a slower and more bal-
anced approach than sudden, introduction of drastic changes could.
 
Allen Buchanan:
Well, I think there are actually some sudden and drastic changes that 
occur in nature without human intervention. I guess what I’d like to 
say is: I think that the important thing is to recognize the complex-
ity of evolved organisms and ecosystems. But recognizing that they 
are complex is quite different from saying that they are optimal and 
stable. That’s the mistake. That’s the mistake that people make. When 
they talk about a “master engineer,” they are attributing much more 
competence to evolution than actually exists. It produces very compli-
cated organism that are always in danger of intervening prematurely 
before we know enough because we don’t understand the complexity. 
But that’s quite different from saying we shouldn’t intervene because 
it’s perfect or it’s stable.
 
I just want to give a brief quote from Darwin here. “What a book a 
devil’s chaplain could write on the blundering low and horridly cruel 
works of nature.” That’s Darwin.
 
Nita Farahany:
But just a follow up on that. I’m not suggesting that there would be 
a version that you would agree with that would say organisms are 
perfect. What I’m wondering is if the rate of change is different argu-
ment than the type of organism.
 
Allen Buchanan:
It all depends upon whether the rapid changes we might be trying to 
make through synthetic biology or other means are ones that are like-
ly to have a large impact on a fairly large ecosystem. And that’s where 
all of these questions about containment and reversibility come in, 
right? And I think that’s extremely important, you know. Those are 
the technologies you have to think about. Those are the risk reduction 
technologies that have to be thought about. And you have to try to 
find out from the scientists which of the containment and reversibil-
ity techniques that have been already developed in molecular biology 
and in the traditional genetic engineering are applicable to synthetic 
biology and which ones aren’t. Which ones have worked in the former 
case, which ones are problematic, and which new ones you need.
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But that seems to me to be the answer. I’m not denying this is a prob-
lem. You’re right. If you make some profound change in organism 
that has fairly dense interconnections with a larger ecological sphere, 
then the recalibration of the rest of the elements of the ecology may 
be pretty rocky. That’s true. That is all the more reason to think about 
very limited, contained kinds of interventions.
 
Nita Farahany:
Thank you.
 
Jim Wagner:
Anita, why don’t we have your question? And then in the interest of 
time, go out to the audience.
 
Anita Allen:
Thank you. I have two relative quick ones.
 
For Greg, I was interested in the fact that you mentioned religion 
in connection with the intrinsic value arguments, and not in con-
nection with the consequentialist arguments. It occurs to me that 
many people of faith coming out of religious traditions are not just 
concerned with vague metaphysical respect for nature of the sacred 
or inappropriately playing God. They are also concerned about social 
justice and the kinds of issues we heard from the previous panel about 
the bioeconomy that seemed to be the potential result from pursuing 
a synthetic biology. So I just want you to agree with me that —
 
[AUDIENCE LAUGHTER]
 
Greg Kaebnick:
Done!
 
Anita Allen:
Okay, great.
 
Then for Allen, my question is a little more complicated. You made 
the point along the way that maybe we can manage some of the risk 
involved in synthetic biology by designing in safety, like the suicide 
gene or something of that nature. It occurs to me that is an often 
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reassuring thought, “We’ll just engineer in safety.” But hasn’t experi-
ence taught us that we have to be a little bit careful there? Because, for 
example, with fast cars. “Oh, we’ll just engineer safety into fast cars.” 
But then the corporate guys decide that it’s too expensive to put that 
extra tough bumper on the back of a car so cars we aren’t sold cars as 
safe as they could be. Or in the data protection field, we all heard for 
the whole 1990s, “We’ll just engineer into the Internet, privacy proto-
cols.” But then it turned out the website guys, they want to create 
a market of information and they are not going to engineer privacy 
into the Internet. So we can do it, but whence comes the will to do 
it? And should the public feel safe that we’re in fact going to get those 
safety devices engineered into the product?
 
Allen Buchanan:
You’re absolutely right, obviously, saying in principle, looks like there 
are perhaps greater resources for synthetic biology for designing in 
safety features. But that’s just in principle. What happens in the real 
world? That depends on what the incentives are and the regulatory re-
gime can shape those incentives, within limits. I think that’s a crucial 
question. I wouldn’t want anybody to over-rely on the idea that we 
can design the safety in. It’s a combination of sort of external controls 
and some designing in. And the question is, how can you ensure that 
the designing in safety really gets done and gets periodically reevalu-
ated and works in a complementary fashion with other kinds of safety 
measures that have to do with the environment that the product 
operates in? You mentioned the notion of justice, too.
 
I just want to mention that the slide presentation is just a fragment 
of a larger piece that Russell Powell and I wrote for the commission 
that’s about seven pages long. And in it, we do spend some consider-
able time on the justice issues. I’d like to say one thing about that. I 
don’t think there’s a peculiar problem of justice regarding synthetic 
biology technology, it’s part of the problem of justice in innovation. 
We live in a world in which innovation is very important. And our 
theorizing about justice and our institutions have to take into account 
the problems of justice and innovation.
 
And for the most part, there really are problems about the slow diffu-
sion of beneficial innovations. Okay? It’s that we need to learn how to 
reduce the gap between when some people get a beneficial innovation 
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and when the bulk of people get it. For some technologies, that gap is 
very small. Cell phone technology is the best example. The diffusion 
of cell phones has been quite incredible. Poor peasants in south Asia 
are revitalizing, they are reorganizing their economic life with cell 
phones. The political effects of cell phones has been quite incredible, 
too.
 
You can’t assume a technology is going to diffuse quickly. We need to 
think about how to speed up the diffusion of beneficial technologies 
and don’t be a synthetic biology exceptionalist and think this is just a 
problem for this area. The solution to the problem for synthetic biol-
ogy has to be part of a larger problem of thinking about new practices 
and institutions for justice in the diffusion of innovations.
 
Jim Wagner:
Why don’t we take one question from the audience? If there is one. 
With the reminder to others that when we reconvene after this ses-
sion, we will have a plenary that will involve all of our speakers so we 
can have more questions. Really, just one at this time. I’m sorry. Hang 
on for the plenary session. Yes, sir.
 
Sarho Duchy:
Good afternoon. My name is Sarho Duchy, and I’m a student from 
Dartmouth College. My question actually goes back to idea of de-
grading life and I know you both addressed this and I understood 
your counter arguments to it in terms of the subjectivity. But I have 
to be reminded of something that Mr. Thomas, the previous speaker 
who was up here, kind of brought up about the economics of the 
biology industry. What I was really wondering is: What you think us-
ing life as a means of production would do in terms of devaluing life? 
I understand we use living things, obviously, as products. We have 
agriculture, etc. But we haven’t really used it in itself as a means of 
production. I mean to the scale that we would be using biotechnology 
or synthetic biology, rather. So I was kind of wondering about that.
 
Allen Buchanan:
Well, briefly, I’m just a little uncomfortable at talking about using life 
as a means of production. Life is just too big a term. Okay? If you 
get more specific, I think most of your concerns will dissipate. Okay? 
If you are using living things, you said it. We use living things as a 



23

means of production all the time. We are a living thing. We use our-
selves to produce things. So I would worry about this kind of reifying 
life or people saying you can’t patent life. That’s not a very useful en-
try into the very complicated debate about intellectual property to say 
let’s don’t patent life. Talk specifically about what you’re talking about 
patenting and why you object to it. And talk about which biological 
processes you think shouldn’t be used in which ways for which kinds 
of production. Be much more comfortable with that kind of talk. I 
just don’t think it’s very productive. You are clearly onto something. 
We don’t want to treat everything as if it only had instrumental value. 
We can all agree on that. But we need to get down to particulars, if 
we’re going to get very far with that.
 
Jim Wagner:
Did you want to comment, Greg?
 
Greg Kaebnick:
No. I think that’s exactly right. I think that the concern is a serious 
one, but I would want to search for distinctions along the way rather 
than treat all of life —
 
Jim Wagner:
One of the things the Commission has learned that in certain ses-
sions, we need to allow a little bit more time. But what we will do 
is reconvene in just 10 minutes. This is quarter past 4:00. For the 
plenary session, we have all of our speakers with us and we can engage 
them in further conversation.
 
Thank you, Dr. Buchanan. Thank you, Dr. Kaebnick.
 
[AUDIENCE APPLAUSE]


